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Jupyterlab

● Jupyter notebooks - popular editor
○ Data science
○ Scientific computing
○ Machine learning
○ Learn to code. E.g Python 

● Simple and fast way to create prototypes
● No need for any package installation
● Easy to share an analysis 
● Run on web 
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Features
● Faster computations using GPU
● Ready to use, pre-installed packages

○ ML: Scikit-learn, Tensorflow, CUDA, 
OpenCV, ONNX AI models

○ Data manipulation: Pandas, H5py, 
NumPy, Scipy, Nibabel, …

○ Visualizations: Matplotlib, Seaborn
● Git integration
● Workflows of notebooks (Elyra AI)
● Communicate with Galaxy (Bioblend)
● Remote training (using a separate Galaxy 

tool)
● Miscellaneous - resource dashboards, 

collapsible headers …

Base container from Jupyter Docker stacks:  jupyter/tensorflow-notebook:tensorflow-2.6.0



Comparison with other notebook infrastructures

Google Colab Kaggle Kernel Galaxy Jupyterlab

Memory/disk space ~ 12 GB/70 GB ~ 16 GB/73 GB ~ 20 GB/1 TB

GPU/TPU Yes/Yes Yes/Yes Yes/No

Max usage time 12 hrs 12 hrs/session, 30 hrs of 
GPU/week, 20 hrs of 
TPU/week

No time restriction on GPU 
usage, notebook and job 
execution

Dynamic resources Yes Yes Fixed and guaranteed

Remote model training No No Yes

https://research.google.com/colaboratory/faq.html, https://www.kaggle.com/general/108481, https://www.kaggle.com/page/GPU-tips-and-tricks

https://research.google.com/colaboratory/faq.html
https://www.kaggle.com/general/108481
https://www.kaggle.com/page/GPU-tips-and-tricks


Use-case 1: COVID-19 CT scan image segmentation

● Reproduce results from published work: "COVID TV-Unet: Segmenting 
COVID-19 chest CT images using connectivity imposed Unet" [1]

● Entire analysis in Galaxy Jupyterlab notebooks
● Save model as ONNX
● Fetch trained model (as ONNX file) from Galaxy and make predictions
● Remote model training or in notebooks using GPU
● For remote training: convert datasets to H5 (save as matrices)
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1. Script to run

2. Send script to run remotely

3. History



Use-case 2: Predict protein 3D structures using Colabfold

● Colabfold: Predict 3D structures of proteins using only sequences [2]
● Less memory intensive than Alphafold2, faster prediction
● Use Alphafold2 weights
● Addition of only two packages in Galaxy Jupyterlab - colabfold and JAX
● Acceleration of the prediction of 3D conformation via GPU
● Notebook
● Next slide: Predicted 3D structure of 300 amino-acid long spike protein of 

SARS-CoV-2

https://github.com/anuprulez/gpu_jupyterlab_ct_image_segmentation/blob/main/7_ColabFold_MMseq2.ipynb






Running instance, GTN tutorial..

● Running instance
● GTN tutorial
● Preprint
● Dockerfile
● Submitted to GigaScience and is under review
● Thanks to Gianmauro, Bjoern and Rolf

https://aea371157f7a9384-8776ddfb03c34a089595b08e0f7cf430.interactivetoolentrypoint.interactivetool.usegalaxy.eu/ipython/lab/tree/home_page.ipynb
https://training.galaxyproject.org/training-material/topics/statistics/tutorials/gpu_jupyter_lab/tutorial.html
https://doi.org/10.1101/2022.07.08.499333
https://github.com/anuprulez/ml-jupyter-notebook/blob/master/Dockerfile


Thank you for your attention!

Questions?
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